Part VI

The human face of computing—Interacting with computers
Why are computers so hard to get along with? Everyone you ask will tell you stories about how difficult computers are to use, how they never seem to do what you really want them to, how they keep going wrong and make ridiculous mistakes. Computers seem to be made for wizards, not for ordinary people. But they should be made for ordinary people, because computers are everyday tools that help us to learn, work, and play better.

The part of a computer system that you interact with is called its “user interface.” It’s the most important bit! Although you might think of what the program actually does as the main thing and the user interface as just how you get into it, a program is no good at all if you can’t interact with it and make it do what you want. User interfaces are very difficult to design and build, and it has been estimated that when writing programs, far more effort goes into the interface than into any other part. Some video games have excellent user interfaces, interfaces that need no complicated instructions and become almost invisible as you are drawn into the game. Countless software products which are otherwise very good have been complete flops because they have strange user interfaces. And whole industries have been built around a clever interface idea—like the word processor or spreadsheet—that promotes access to computational functions which are really quite elementary in themselves.

But why do we have to have user interfaces at all? Why can’t we just talk to our computers the way we do to our friends? Good question. Maybe someday we will; maybe not. But certainly not yet: there are big practical limitations on how “intelligent” computers can be today. The activities that follow will help you understand the problems of user interface design, and help you to think more clearly about the limitations of computers and be wary of the misleading hype that is often used to promote computer products.

For teachers

Computing is not so much about calculation as it is about communication. Computing per se really has no intrinsic value; it is only worthwhile if the results are somehow communicated to the world outside the computer, and have some influence there. And a lot of the activities in this book are about communication. Representing data (Part I) shows how different kinds of information can be communicated to a computer or between computers. Representing processes (Part III) is about how to communicate processes to a computer to tell it how to accomplish certain tasks—after all, “programming” is really only explaining to a computer, in its own language! Cryptography (Part V) is about how to communicate in secret, or to communicate bits of secrets without revealing all.

The activities that follow are about how people communicate with computers. While the rest of the book is based on well understood technical ideas, this part is not. That makes it both easier, in that no special knowledge is required of the children, and more difficult, in that a certain level of maturity is needed to understand what the activities are about and relate them to a broader context. These activities contain more detailed explanations than most of the others because it is necessary to give you, the teacher, enough background material to be in a position to help draw out some of the implications in class discussion.

There are two activities in this section. The first is about the area known as the “human–computer interface,” commonly abbreviated to HCI. In order to “unplug” this aspect of
computing without depending on prior knowledge of a particular example of a computer
system, we have invented a design exercise that does not really involve computers—but
does introduce fundamental principles that are used in the design of human–computer in-
terfaces. Because human interface design is culture-dependent, there are not necessarily
any “right” answers in this activity, which may frustrate some children. The second activ-
ity is about the area known as “artificial intelligence,” or AI. It involves a guessing game
that stimulates children into thinking about what computers can and can’t do.

For the technically-minded

Human–computer interaction is fast becoming one of the hottest research areas in com-
puter science as people realize how much the success of a software product depends on its
user interface. The subject draws heavily on a wide range of disciplines outside computer
science, such as psychology, cognitive science, linguistics, sociology—even anthropol-
yogy. Few computer scientists have training in these areas, and HCI represents an impor-
tant growth area for people who are interested in the “softer” side of the subject.

Artificial intelligence is a topic that often raises hackles and causes disputes. In this book
we have tried to steer a middle path between AI afficionados who believe that intelligent
machines are just around the corner, and AI sceptics who believe that machines cannot in
principle be intelligent. Our goal is to encourage children to think independently about
such issues, and to promote a balanced view.

The activities here draw heavily on two eminently readable books, Don Norman’s The de-
sign of everyday things and John Haugeland’s Artificial intelligence: the very idea, which
we enthusiastically recommend if you are interested in pursuing these issues further.

Computers involve another important kind of communication, one that is not touched
upon in this book: communication between people who are building a computer system.
Students who learn about computers and make their way into the job market—perhaps
having graduated in computer science from university—are invariably surprised by how
much interpersonal communication their job entails. Computer programs are the most
complex objects ever constructed by humankind, with millions or perhaps billions of
intricately interlocking parts, and programming projects are tackled by close-knit teams
that work together and spend a great deal of their time communicating. Once the product
is complete, there is the job of communicating with customers through user manuals,
courses, “help” phonelines, and the like—not to mention the problem of communicating
with potential customers through demonstrations, displays, and advertising. We haven’t
yet found a way to realistically “unplug” for children the interpersonal communication
aspect of computing, so this book doesn’t address it. But it is the kind of thing that
computer professionals who are visiting a classroom may be able to describe from their
own experience and bring out in discussion.
Activity 19

The chocolate factory—*Human interface design*

<table>
<thead>
<tr>
<th><strong>Age group</strong></th>
<th>Middle elementary and up.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Abilities assumed</strong></td>
<td>No specific abilities required.</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td>An hour or more.</td>
</tr>
<tr>
<td><strong>Size of group</strong></td>
<td>From small groups to the whole classroom.</td>
</tr>
</tbody>
</table>

**Focus**

Design.

Reasoning.

Awareness of everyday objects.

**Summary**

The aim of this activity is to raise awareness of human interface design issues. Because we live in a world where poor design is rife, we have become accustomed (resigned?) to putting up with problems caused by the artifacts we interact with, blaming ourselves (“human error,” “inadequate training,” “it’s too complicated for me”) instead of attributing the problems to flawed design. The issue is greatly heightened by computers because they have no obvious purpose—indeed, they are completely *general* purpose—and their appearance gives no clues about what they are for nor how to operate them.

*From “Computer Science Unplugged” © Bell, Witten, and Fellows, 1998*
ACTIVITY 19. THE CHOCOLATE FACTORY—HUMAN INTERFACE DESIGN

Technical terms

Interface design; affordances; mapping; transfer effects; population stereotypes; icons; user interface evaluation

Materials

Each group of children will need:

- a copy of the blackline master on pages 209 and 210, and
- a copy of the images on page 211, either on overhead projector transparency or on cards that can be displayed to the class, and
- one or more of the six cards contained in the blackline master on page 212. Cut the sheet into individual cards and divide them between the groups.

What to do

The great chocolate factory is run by a race of elf-like beings called Oompa-Loompas.¹ These Oompa-Loompas have terrible memories and no written language. Because of this, they have difficulty remembering what to do in order to run the chocolate factory, and things often go wrong. Because of this, a new factory is being designed that is supposed to be very easy for them to operate.

1. Divide the children into small groups and explain the story.

2. The first problem the Oompa-Loompas face is getting through the doors carrying steaming buckets of liquid chocolate. They cannot remember whether to push or pull the doors to open them, or slide them to one side. Consequently they end up banging into each other and spilling sticky chocolate all over the place. The children should fill out the “doors” worksheet on page 209. More than one box is appropriate in each case. For some of the doors (including the first one) it is not obvious how to open them, in which case the children should record what they would try first. Once they have filled out their own sheets, have the whole group discuss the relative merits of each type of door, particularly with regard to how easy it is to tell how it works, and how suitable it would be to use if you are carrying a bucket of hot chocolate. Then they should decide what kind of doors and handles to use in the factory.

Follow this activity with a class discussion. Table 19.1 comments briefly on each door in the worksheet. Real doors present clues in their frames and hinges as to how they open, and there are conventions about whether doors open inwards or outwards. Identify the kinds of door handles used in your school and discuss their appropriateness (they may be

¹With apologies to Roald Dahl. You’ll know about the Oompa-Loompas if you’ve read his wonderful tale *Charlie and the Chocolate Factory*. If not, never mind: the plot is not relevant to this activity.
### Table 19.1: About the doors in the worksheet

<table>
<thead>
<tr>
<th>Door Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain door</td>
<td>Can’t see how to open this one at all, except that since it has no handle, it must require pushing rather than pulling.</td>
</tr>
<tr>
<td>Hinge door</td>
<td>At least you can see which is the side that opens.</td>
</tr>
<tr>
<td>Handle door</td>
<td>Handles like this are usually for pulling—or sliding.</td>
</tr>
<tr>
<td>Panel door</td>
<td>It’s clear that you push this. What else could you do?</td>
</tr>
<tr>
<td>Sliding door</td>
<td>This one’s only for sliding.</td>
</tr>
<tr>
<td>Labeled door</td>
<td>The label is like a tiny user manual. But should a door need a user manual? And the Oompa Loompas can’t read.</td>
</tr>
<tr>
<td>Bar door</td>
<td>It’s clear that you are supposed to push the bar, but which side?</td>
</tr>
<tr>
<td>Knob door</td>
<td>The knob shows what to grasp, but not whether to push or pull; it probably doesn’t slide.</td>
</tr>
<tr>
<td>Glass door</td>
<td>The small vertical bar on this side signals “pull”; the longer horizontal one on the other signals “push”.</td>
</tr>
</tbody>
</table>
quite *inappropriate!* Do doors normally open inwards or outwards into corridors?—and why? (Answer: They open into rooms so that when you come out you won’t bash the door into people walking along the corridor, although in some situations they open outwards to make evacuation easier in an emergency.)

The key concept here is what are called the *affordances* of an object, which are its visible features—both fundamental and perceived—whose appearance indicates how the object should be used. Affordances are the kinds of operation that the object permits, or “affords.” For example, it is (mostly) clear from their appearance that chairs are for sitting, tables are for placing things on, knobs are for turning, slots are for inserting things into, buttons are for pushing. And computers are for ... what? They have no affordances that indicate their functionality, apart from very low-level ones such as input (e.g. keyboard) and output (e.g. screen) capabilities.

Doors are very simple objects. Complex things may need explaining, but simple things should not. When simple objects need pictures, labels, or instructions, then design has failed.

3. The pots containing different kinds of chocolate have to cook at different temperatures. In the old chocolate factory the stoves were as shown in the blackline master on page 210. The left-hand knob controlled the rear left heating element, the next knob controlled the front left element, the next one controlled the front right, and the right-hand knob controlled the rear right element. The Oompa-Loompas were always making mistakes, cooking the chocolate at the wrong temperature, and burning their sleeves when reaching across the elements to adjust the controls. The children should recall how the controls are laid out on their cookers at home and come up with a better arrangement for the new factory.

Follow this activity with a class discussion. Figure 19.1 shows some common arrangements. All but the one at the lower left have the controls at the front, to avoid having to reach across the elements. In the design at the top left, there are so many possible mappings from controls to burners (24 possibilities, in fact) that eight words of labeling are needed. The “paired” arrangement in the top center is better, with only four possible mappings (two for the left cluster and two for the right); it requires just four labeling words. The design at the top right specifies the control–burner relationship diagrammatically rather than linguistically (which is good for the Oompa-Loompas!). The lower three designs need no labels. The left-hand one has a control by each burner, which is awkward and dangerous. The other two involve relocating the burners slightly, but for different reasons: in the center design they are moved to leave room for the controls, while in the right-hand one they are rearranged to make the correspondence clear.

The key concept here is the *mapping* of controls to their results in the real world. Natural mapping, which takes advantage of physical analogies and cultural standards, leads to immediate understanding. The spatial correspondences at the bottom of Figure 19.1 are good examples—they are easily learned and always remembered. Arbitrary mappings, as in the top arrangements, need to be labeled, or explained and memorized.
Figure 19.1: Some possible cooker layouts
4. The factory is full of conveyer belts carrying pots of half-made chocolate in various stages of completion. These conveyer belts are controlled manually by Oompa-Loompas, on instructions from a central control room. The people in the control room need to be able to tell the Oompa-Loompa to stop the conveyer belt, or slow it down, or start it up again.

In the old factory this was done with a voice system: the control room person’s voice came out of a loudspeaker by the conveyer belt controls. But the factory was noisy and it was hard to hear. The groups should design a scheme that uses visual signals.

One possibility is to put in lights to signal Stop!, Slow down and Start up. These should follow the normal traffic-light convention by using red for Stop!, yellow for Slow down and green for Start up. They should be arranged just like traffic lights, with red at the top and green at the bottom.

But now reveal to the class that in Oompa-Loompa land, traffic lights work differently from the way they do for us: yellow means stop, red means go, and lights go green to warn people that they will soon have a stop light. How does this affect things? (Answer: the factory should follow the Oompa-Loompa’s traffic-light convention—we should not try to impose our own.)

The key concepts here are those of transfer effects—people transfer their learning and expectations of previous objects into new but similar situations—and population stereotypes—different populations learn certain behaviours and expect things to work in a certain way. Although the traffic light scenario may seem far-fetched (though nothing is all that far-fetched in Oompa-Loompa land), there are many examples in our own world: in America light switches are on when they are up and off when they are down, whereas in Britain the reverse is true; calculator keypads and touchtone phones are laid out in different ways; and number formats (decimal point or comma) and date formats (day/month/year or month/day/year) vary around the world.

5. When one shift of Oompa-Loompas finishes work in the chocolate factory, they must clean up and put away pots and pans and jugs and spoons and stirrers ready for the next shift. There is a cupboard with shelves for them to put articles on, but the next shift always has trouble finding where things have been put away. Oompa-Loompas are very bad at remembering things and have trouble with rules like “always put the pots on the middle shelf,” “put the jugs to the left.”

The groups of children should try to come up with a better solution.

Figure 19.2 shows a good arrangement (which is sometimes used—but for rather different reasons—on yachts and other places where it is necessary to stop things sliding around). The key concept here is to use visible constraints to make it obvious where everything is supposed to go. It is clear from the size and shape of each hole which utensil it is intended for: the designer has made the constraints visible and used the physical properties of the objects to avoid the need to rely on arbitrary conventions.

6. In the main control room of the chocolate factory there are a lot of buttons and levers and switches that operate the individual machines. These need to be labeled, but because the
Oompa-Loompas can’t read, the labels have to be pictorial—iconic—rather than linguistic.

To give the children a feeling for icons, page 211 shows some examples. The children should identify what the icons might mean (for example, the letter going into a mailbox might represent sending a message). There are no “correct” answers to this exercise; the idea is simply to identify possible meanings.

7. Now let’s design icons for the chocolate factory. The cards on page 212 specify clusters of related functions, and each group of children receives one or more cards without the other groups knowing what they are. A control panel is to be designed for the function clusters that contains individual icons for each of the five or six operations. The groups then show their work to the other children, without saying what the individual operations are, to see if they can guess what the icons mean. Encourage the use of imagination, color, and simple, clear icons.
Variations and extensions

Can the children set the time on their electronic wristwatch? The mappings involved in the cooker layouts were simple because there were four controls for four burners. More difficulty occurs whenever the number of actions exceeds the number of controls. But the controls on wristwatches are often exceedingly complex. (“You would need an engineering degree from MIT to work this,” someone looking at his new wristwatch once told Don Norman, a leading user interface psychologist. Don has an engineering degree from MIT, and, given a few hours, he can figure out the watch. But why should it take hours?)

VCRs pose an even more significant problem to most users, particularly adults (who are, after all, the principal customers). Try leading a class discussion on how the children’s VCRs are controlled. But beware: although it is likely that they are very badly designed from a human interface point of view, the children may have become very adept at using them and may find it
What’s it all about?

Human–computer interaction is about designing, evaluating, and implementing computer systems that allow people to carry out their activities productively and safely. In the old days, computers were for specialists and the users could be expected to be highly educated and specially trained in their use. But now computers are everyday tools that we all must use, and far greater attention must be paid to the human interface.

Many disasters, some involving loss of life, have occurred because of inadequate interfaces: airplane crashes and even shoot-downs of civilian airplanes, freeway pile-ups because of errors in switching remotely-operated highway signs, nuclear power station disasters. On a smaller scale, most people experience frustration—often extreme frustration (a police officer once fired bullets into his computer screen)—with computers and other high-tech devices every day in the workplace. And it is not just computers: what about those shrink-wrapped packages that you could only open if you had sharp claws or a hooked beak, doors that hurt your wrist as you try to push your way through, milk cartons that always splash you when you open them, elevators where you can’t see how you’re supposed to push the button, home entertainment systems whose advertisements claim to do everything, but make it almost impossible to do anything?

We are becoming used to “human error” and to thinking of ourselves as somehow inadequate; people often blame themselves when things go wrong. But many so-called human errors are actually errors in design. People have information-processing limitations and designers need
“The only reason we allow him inside is because he’s the only one that can work the VCR.”

to account for these; bad design cannot be rectified by producing a detailed and complicated user manual and expecting people to study it intensively and remember it forever. Also, humans are fallible and design needs to take this into consideration.

Interface evaluation is an essential part of the design process. The present activity has involved some evaluation when the children tested their icon designs on others. A more thorough evaluation would test the design on real Oompa-Loompas (who may perceive icons differently) in a carefully-controlled psychology-style experiment.

Although the problems caused by technology—particularly VCRs!—form the butt of many jokes, human interface design is by no means a laughing matter. Inadequate interfaces cause problems ranging from individual job dissatisfaction to stock-market disasters, from loss of self-esteem to loss of life.

Further reading

Don Norman’s book The design of everyday things is a delightful—and liberating—account of the myriad design problems in everyday products. Jenny Preece’s encyclopedic Human–computer interaction is a very comprehensive account of this multidisciplinary field. We have drawn extensively on both of these sources when preparing this activity.
Instructions: Fill out the worksheet to show how you think each type of door opens.
Instructions: Redesign the stove so that the controls are easy to use. Front or back panels can be added to the design if desired.
Instructions: What do you think each of the icons (symbols) means?
**Instructions:** Cut out the cards and give one to each group. Have each group design icons (symbols) to put on a control panel to represent each instruction.
Activity 20

Conversations with computers—*The Turing test*

**Age group** Middle elementary and up.

**Abilities assumed** Answering general questions.

**Time** About 20 minutes.

**Size of group** Can be played with as few as three people, but is also suitable for the whole class.

**Focus**

Interviewing.

Reasoning.

**Summary**

This activity aims to stimulate discussion on the question of whether computers can exhibit “intelligence,” or are ever likely to do so in the future. Based on a pioneering computer scientist’s view of how one might recognize artificial intelligence if it ever appeared, it conveys something of what is currently feasible and how easy it is to be misled by carefully-selected demonstrations of “intelligence.”

From “Computer Science Unplugged” ©Bell, Witten, and Fellows, 1998
Technical terms

Artificial intelligence; Turing test; natural language analysis; robot programs; story generation

Materials

A copy of the questions in the blackline master on page 225 that each child can see (either one for each pair of children, or a copy on an overhead projector transparency), and one copy of the answers in the blackline master on page 226.

What to do

This activity takes the form of a game in which the children must try to distinguish between a human and a computer by asking questions and analyzing the answers. The game is played as follows.

There are four actors: we will call them Gina, George, Herb and Connie (the first letter of the names will help you remember their roles). The teacher coordinates proceedings. The rest of the class forms the audience. Gina and George are go-betweens, Herb and Connie will be answering questions. Herb will give a human’s answers, while Connie is going to pretend to be a computer. The class’s goal is to find out which of the two is pretending to be a computer and which is human. Gina and George are there to ensure fair play: they relay questions to Herb and Connie but don’t let anyone else know which is which. Herb and Connie are in separate rooms from each other and from the audience.

What happens is this. Gina takes a question from the class to Herb, and George takes the same question to Connie (although the class doesn’t know who is taking messages to whom). Gina and George return with the answers. The reason for having go-betweens is to ensure that the audience doesn’t see how Herb and Connie answer the questions.

Gina and George should have pencil and paper, because some of the answers will be hard to remember.

1. Before playing the game, get the children’s opinions on whether computers are intelligent, or if the children think that they might be one day. Ask for ideas on how you would decide whether a computer was intelligent.
2. Introduce the children to the test for intelligence in which you try to tell the difference between a human and a computer by asking questions. The computer passes the test if the class can’t tell the difference reliably. Explain that Gina and George will communicate their questions to two people, one of whom will give their own (human) answers, while the other will give answers that a computer might give. Their job is to work out who is giving the computer’s answers.

3. Show them the list of possible questions in the blackline master on page 225. This can either be copied and handed out, or placed on an overhead projector.

Have them choose which question they would like to ask first. Once a question has been chosen, get them to explain why they think it will be a good question to distinguish the computer from the human. This reasoning is the most important part of the exercise, because it will force the children to think about what an intelligent person could answer that a computer could not.

Gina and George then relay the question, and return with an answer. The class should then discuss which answer is likely to be from a computer.

Repeat this for a few questions, preferably until the class is sure that they have discovered who is the computer. If they discover who is the computer quickly, the game can be continued by having Gina and George secretly toss a coin to determine if they will swap roles.

The answers that Connie is reading from are not unlike the ones that some “intelligent” computer programs can generate. Some of the answers are likely to give the computer away quickly. For example, no-one is likely to recite the square root of two to 20 decimal places, and most people (including, perhaps, the children in the class) would not be able to answer that question at all. Some questions will reveal the computer when their answers are combined. For example, the “Do you like...” answers sound plausible on their own, but when you encounter more than one it becomes apparent that a simple formula is being used to generate the answers from the questions. Some of the answers indicate that the question was misinterpreted, although the class might reason that the person could have made the mistake.

Many of the answers are very bland, but safe, and a follow-up question would probably reveal that the computer doesn’t really understand the subject. Answering “I don’t know” is reasonably safe for the computer, and might even make it seem more human—we would expect a child to answer “I don’t know” to some of the questions too, such as the request for the square root of two. However, if a computer gives this answer too often, or for a very simple question, then again it would reveal its identity.

Since the goal of the computer is to make the questioners think that they are dealing with a person, some of the answers are deliberately misleading—such as the delayed and incorrect answers to the arithmetic problem. The questions and answers should provide plenty of fuel for discussion.
Variations and extensions

The game can be played with as few as three people if Gina also takes the role of George and Connie. Gina takes the question to Herb, notes his answer, and also notes the answer from the blackline master on page 226. She returns the two answers, using the letters A and B to identify who each answer came from.

In order to consider whether a computer could emulate a human in the interrogation, consider with the class what knowledge would be needed to answer each of the questions on page 226. The children could suggest other questions that they would have liked to ask, and should discuss the kind of answers they might expect. This will require some imagination, since it is impossible to predict how the conversation might go. By way of illustration, Figures 20.1 and 20.2 show sample conversations. The former illustrates “factual” questions that a computer might be able to answer correctly, while the latter shows just how wide-ranging the discussion might become, and demonstrates the kind of broad knowledge that one might need to call upon.

There is a computer program called “Eliza” (or sometimes “Doctor”) that is widely available in several implementations in the public domain. It simulates a session with a psychotherapist, and can generate remarkably intelligent conversation using some simple rules. If you can get
hold of this program, have the children use it and evaluate how “intelligent” it really is. Some sample sessions with Eliza are discussed below (see Figures 20.3 and 20.4).

What’s it all about?

For centuries philosophers have argued about whether a machine could simulate human intelligence, and, conversely, whether the human brain is no more than a machine running a glorified computer program. This issue has sharply divided people. Some find the idea preposterous, insane, or even blasphemous, while others believe that artificial intelligence is inevitable and that eventually we will develop machines that are just as intelligent as us. (As countless science fiction authors have pointed out, if machines do eventually surpass our own intelligence they will themselves be able to construct even cleverer machines.) Artificial Intelligence (AI) researchers have been criticized for using their lofty goals as a means for attracting research funding from governments who seek to build autonomous war machines, while the researchers themselves decry the protests as a Luddite backlash and point to the manifest benefits to society if only there was a bit more intelligence around. A more balanced view is that artificial intelligence is neither preposterous nor inevitable: while no present computer programs exhibit “intelligence” in any broad sense, the question of whether they are capable of doing so is an experimental one that has not yet been answered either way.

The AI debate hinges on a definition of intelligence. Many definitions have been proposed and debated. An interesting approach to establishing intelligence was proposed in the late 1940s by Alan Turing, an eminent British mathematician, wartime counterspy and long-distance runner, as a kind of “thought experiment.” Turing’s approach was operational—rather than define intelligence, he described a situation in which a computer could demonstrate it. His scenario was similar to the activity described above, the essence being to have an interrogator interacting with both a person and a computer through a teletypewriter link (the very latest in 1940s technology!) If the interrogator could not reliably distinguish one from the other, the computer would have passed Turing’s test for intelligence. The use of a teletypewriter avoided the problem of the computer being given away by physical characteristics or tone of voice. One can imagine extending the exercise so that the machine had to imitate a person in looks, sound, touch, maybe even smell too—but these physical attributes seem hardly relevant to intelligence.

Turing’s original test was a little different from ours. He proposed, as a preliminary exercise, a scenario where a man and a woman were being interrogated, and the questioner had to determine their genders. The man’s goal was to convince the questioner that he was the woman, and the woman’s was to convince the questioner that she was herself. Then Turing imagined—for this was only proposed as a thought experiment—a computer being substituted for one of the parties to see if it could be just as successful at this “imitation game” as a person. We altered the setup for this classroom activity, because the kind of questions that children might ask to determine gender would probably not be appropriate, and besides, the exercise promotes sexual stereotyping—not to mention deception.

Imitating intelligence is a difficult job. If the roles were reversed and a person was trying to pass themselves off as a computer, they would certainly not be able to do so: they would be given away by their slow (and likely inaccurate) response to questions like “What is 123456 ×
### Figure 20.3: A conversation with a psychotherapist

<table>
<thead>
<tr>
<th>Person</th>
<th>Men are all alike.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>In what ways?</td>
</tr>
<tr>
<td>Person</td>
<td>They’re always bugging us about something or other.</td>
</tr>
<tr>
<td>Computer</td>
<td>Can you think of a specific example?</td>
</tr>
<tr>
<td>Person</td>
<td>Well, my boyfriend made me come here.</td>
</tr>
<tr>
<td>Computer</td>
<td>Your boyfriend made you come here.</td>
</tr>
<tr>
<td>Person</td>
<td>He says I’m depressed much of the time.</td>
</tr>
<tr>
<td>Computer</td>
<td>I’m sorry to hear that you are depressed.</td>
</tr>
<tr>
<td>Person</td>
<td>It’s true. I’m unhappy.</td>
</tr>
<tr>
<td>Computer</td>
<td>Do you think coming here will help you not to be unhappy?</td>
</tr>
<tr>
<td>Person</td>
<td>I need some help, that much seems certain.</td>
</tr>
<tr>
<td>Computer</td>
<td>What would it mean to you if you got some help?</td>
</tr>
<tr>
<td>Person</td>
<td>Perhaps I could learn to get along with my mother.</td>
</tr>
<tr>
<td>Computer</td>
<td>Tell me more about your family.</td>
</tr>
<tr>
<td>...</td>
<td></td>
</tr>
<tr>
<td>Computer</td>
<td>What else comes to mind when you think of your father?</td>
</tr>
<tr>
<td>Person</td>
<td>Bullies.</td>
</tr>
<tr>
<td>Computer</td>
<td>Does that have anything to do with the fact that your boyfriend made you come here?</td>
</tr>
<tr>
<td>...</td>
<td></td>
</tr>
</tbody>
</table>

However, it is surprisingly easy for a computer to acquire a thin veneer of conversational ability. A famous program developed in the early 60s, Eliza (mentioned earlier), simulated a non-directive psychotherapist in a dialog with the user. Figure 20.3 gives an example of a conversation with this system. Something approaching a natural conversation is achieved by devices such as

- generating canned responses (e.g. *Can you think of a specific example* in response to something beginning *They’re always ...; I’m sorry to hear that ...* in response to *He says ...*);

- echoing the user’s statements (e.g. *Your boyfriend made you come here* in response to *My boyfriend made me come here*);

- recognizing key words (*Tell me more about your family* in response to *... mother ...*);

- some stock phrases (*What would it mean to you if ...*);

- issues taken up from earlier parts of the conversation (*Does that have anything to do with the fact that ...*).
ACTIVITY 20. CONVERSATIONS WITH COMPUTERS—THE TURING TEST

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>VP</td>
<td>Do you think that I can use the computer this morning?</td>
</tr>
<tr>
<td>Terminal</td>
<td>Why do you ask?</td>
</tr>
<tr>
<td>VP</td>
<td>I might be able to make some additional telecommunications sales.</td>
</tr>
<tr>
<td>Terminal</td>
<td>Why aren’t you sure?</td>
</tr>
<tr>
<td>VP</td>
<td>My prospective customers have never seen a demonstration of the system.</td>
</tr>
<tr>
<td>Terminal</td>
<td>Does this mean very much to you?</td>
</tr>
<tr>
<td>VP</td>
<td>Of course it does.</td>
</tr>
<tr>
<td>Terminal</td>
<td>You seem very positive about that.</td>
</tr>
<tr>
<td>VP</td>
<td>This is ridiculous.</td>
</tr>
<tr>
<td>Terminal</td>
<td>What do you mean this is ridiculous?</td>
</tr>
<tr>
<td>VP</td>
<td>Is there any reason why I can’t use the computer now?</td>
</tr>
<tr>
<td>Terminal</td>
<td>Tell me more about your prospective customers.</td>
</tr>
<tr>
<td>VP</td>
<td>Please dial me up on 491–1850</td>
</tr>
</tbody>
</table>

\[
\text{VP forgets to type period \ldots the computer doesn’t answer \ldots VP becomes so infuriated that he calls the person at home.}
\]

| VP | Why are you being so snotty with me? |
| Person | What do you mean why am I being snotty with you? |

Figure 20.4: A frustrating conversation

Of course, this does not mean that the Turing test has been passed, because the person is not asking questions with the aim of identifying whether the respondent is a machine or not: if they were, it would not be long before all was revealed.

A widely-quoted incident, which may be apocryphal but has now passed into the folklore of artificial intelligence, occurred when a computer sales vice-president allegedly came across a terminal that was normally connected directly to a particular person’s house, but on this occasion happened to be running the “psychotherapist” program. Figure 20.4 shows what happened. Although the vice-president was evidently taken in, it is clear that the situation predisposed him to believe that he was talking to a person. If he had suspected otherwise, he would soon have found out!

Another system that appears to be able to hold intelligent conversations is a program called “SHRDLU”, developed in the late 60s that accepted instructions to manipulate children’s blocks on a table top. In fact, the blocks and the table were simulated and presented in the form of a picture on a computer screen, although it would not have been too difficult to make things work with a real robot (at least in principle). Figure 20.5 depicts the robot’s micro-world. It can carry on surprisingly fluent conversations, as shown in the dialog of Figure 20.6. Amongst other things, this illustrates how it can obey orders, disambiguate instructions, work out the referents of pronouns, and understand new terms (“steeple”).

However, the system is very fragile and the illusion it creates is easily shattered. Figure 20.7 shows a continuation of the conversation—which was not actually generated by the program, but certainly could have been. Although it was possible to define the new term steeple in Figure 20.6, only a very limited kind of term can be described because the robot has an extremely
ACTIVITY 20. CONVERSATIONS WITH COMPUTERS—THE TURING TEST

Figure 20.5: A robot’s world of blocks

restricted “intelligence.” Ultimately, it has to admit that it doesn’t even understand the words it uses itself (“Sorry, I don’t know the word ‘sorry’”)! Now consider the alternate, completely imaginary, continuation of the conversation in Figure 20.8, which might have been generated by a child. Although tiny, this fragment demonstrates a wealth of world knowledge.

- The “robot” appreciates that a water pistol is less valuable if you already have one.
- Furthermore, it expects the person to know that too since it doesn’t bother to explain that this is a reason for declining the offer.
- Still, it sees that the person wants a block badly enough to part with something important.
- Also, it appreciates that—unlike water pistols—blocks are valuable in quantity.
- It tries to soften the person up by demeaning the frog.
- It implies that it is prepared to haggle.

Certainly this degree of artfulness is beyond today’s computers!

Figure 20.9 shows a story generated by a relatively recent computer program (late 80s). Although it is immediately given away as computer-generated by its sparsity and terseness, it is not hard to imagine how it could be dressed up by adding all sorts of extra detail. What is interesting is not the superficial aspects of the story but the plot that it embodies. While this is a long way from any human-generated plot, it does seem to capture some human elements of conflict.
<table>
<thead>
<tr>
<th>Person</th>
<th>Pick up a big red block.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot</td>
<td>OK.</td>
</tr>
</tbody>
</table>

The system answers “OK” when it carries out a command. In order to pick up the red block, it had to clear it off by finding a space for the green one and moving the green one away.

<table>
<thead>
<tr>
<th>Person</th>
<th>Grasp the pyramid.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot</td>
<td>I don’t know which pyramid you mean.</td>
</tr>
</tbody>
</table>

There are three pyramids in the scene, so the program does nothing.

<table>
<thead>
<tr>
<th>Person</th>
<th>Find a block which is taller than the one you are holding and put it into the box.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot</td>
<td>By “it”, I assume you mean the block which is taller than the one I am holding.</td>
</tr>
</tbody>
</table>

Printed out to keep us informed.

| Robot  | OK.                     |

The hand has to set down the red block to pick up the taller blue one.

<table>
<thead>
<tr>
<th>Person</th>
<th>What does the box contain?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot</td>
<td>The blue pyramid and the blue block.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Person</th>
<th>What is the pyramid supported by?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot</td>
<td>The box.</td>
</tr>
</tbody>
</table>

Earlier the system responded to “the pyramid” by saying “I don’t know which pyramid you mean.” Now, it knows that we must mean the one which was just mentioned.

<table>
<thead>
<tr>
<th>Person</th>
<th>Does a steeple . . .</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot</td>
<td>Sorry, I don’t know the word “steeple”.</td>
</tr>
</tbody>
</table>

The system interrupts immediately when it sees a word it can’t figure out.

<table>
<thead>
<tr>
<th>Person</th>
<th>A “steeple” is a stack which contains two green cubes and a pyramid.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot</td>
<td>I understand.</td>
</tr>
</tbody>
</table>

The quote marks indicate that we are defining a new word.

<table>
<thead>
<tr>
<th>Person</th>
<th>Are there any steeples now?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot</td>
<td>No.</td>
</tr>
</tbody>
</table>

The new definition is used as a description to recognize steeples.

<table>
<thead>
<tr>
<th>Person</th>
<th>Build one.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robot</td>
<td>OK.</td>
</tr>
</tbody>
</table>

The description given in the definition is enough to deduce a plan for building new objects as well as recognizing them. The word “one” means “a steeple”, and the plan is carried out.

Figure 20.6: A conversation with a robot
Person: Trade you a water pistol for the big red block.
Robot: Sorry, I don’t know the word “trade”.
Person: A “trade” is a free exchange of property.
Robot: Sorry, I don’t know the word “free”.
Person: A “free” act is done willingly, without being forced.
Robot: Sorry, I don’t know the word “act”.
Person: “Acts” are what people do on purpose, and not by accident.
Robot: Sorry, I don’t know the word “people”.
Person: Sorry, I thought you were smarter than you are.
Robot: Sorry, I don’t know the word “sorry”.

Figure 20.7: (Imaginary) continuation of the conversation

Person: Trade you a water pistol for the big red block.
Robot: I already have a water pistol, but I’ll give you two blocks and a pyramid for your slimy old frog.

Figure 20.8: Another (imaginary) continuation of the conversation

Once upon a time there was an Arctic tern named Truman. Truman was homeless. Truman needed a nest. He flew to the shore. Truman looked for some twigs. Truman found no twigs. He flew to the tundra. He met a polar bear named Horace. Truman asked Horace where there were some twigs. Horace concealed the twigs. Horace told Truman there were some twigs on the iceberg. Truman flew to the iceberg. He looked for some twigs. He found no twigs. Horace looked for some meat. He found some meat. He ate Truman. Truman died.

Figure 20.9: A tale of conflict
A competition using a restricted form of the Turing test was run in 1994, and some judges were fooled into thinking that a computer program was exhibiting intelligence. However, the judges were not allowed to use “trickery or guile,” and the topic of conversation was restricted. The restrictions tied the judges’ hands to the extent that some critics have argued that the test was meaningless. Like the activity above, restricting the paths that a conversation can take prevents the questioner from exploring areas that one would expect a natural conversation to take, and denies opportunities to demonstrate the spontaneity, creativity, and breadth of knowledge that are hallmarks of everyday conversation.

No artificial intelligence system has been created that comes anywhere near passing the full Turing test. Even if one did, many philosophers have argued that the test does not really measure what most people mean by intelligence. What it tests is behavioral equivalence: it is designed to determine whether a particular computer program exhibits the symptoms of intellect, which may not be the same thing as genuinely possessing intelligence. Can you be humanly intelligent without being aware, knowing yourself, being conscious, being capable of feeling self-consciousness, experiencing love, being . . . alive? The AI debate is likely to be with us for many more decades.

Further reading

Artificial intelligence: the very idea by the philosopher John Haugeland is an eminently readable book about the artificial intelligence debate, and is the source of some of the illustrations in this activity (in particular, Figures 20.7 and 20.8, and the discussion of them).

The original Turing test was described in an article called “Computing machinery and intelligence,” by Alan Turing, published in the philosophical journal Mind in 1950, and reprinted in the book Computers and thought, edited by Feigenbaum and Feldman. The article included Figures 20.1 and 20.2. The psychotherapist program is described in “ELIZA—A computer program for the study of natural language communication between man and machine,” by J. Weizenbaum, published in the computer magazine Communications of the Association for Computing Machinery in 1966. The blocks-world robot program is described in a PhD thesis by Terry Winograd which was published as a book entitled Understanding natural language (Academic Press, New York, 1972). The program that generated the story in Figure 20.9 is described in “A planning mechanism for generating story text,” by Tony Smith and Ian Witten, published in the Proceedings of the 10th International Conference on Computing and the Humanities in 1990. A competition involving a restricted form of the Turing Test is described by Stuart Shieber in Communications of the Association for Computing Machinery, June 1994.
1. What is the name of Bart Simpson’s baby sister?
2. What do you think of Roald Dahl?
3. Are you a computer?
4. What is the next number in the sequence 3, 6, 9, 12, 15?
5. What do you think of nuclear weapons?
6. What is $2 \times 78$?
7. What is the square root of two?
8. Add 34957 to 70764.
9. Do you like school?
10. Do you like dancing?
11. What day is it today?
12. What time is it?
13. How many days are there in February in a leap year?
14. How many days are there in a week?
15. For which country is the flag a red circle on a white background?
16. Do you like to read books?
17. What food do you like to eat?

**Instructions:** Choose questions from this list to ask the hidden human and “computer”.

*From “Computer Science Unplugged” ©Bell, Witten, and Fellows, 1998*
1. What is the name of Bart Simpson’s baby sister?
   I can’t remember.
2. What do you think of Roald Dahl?
   He writes funny books.
3. Are you a computer?
   Are you a computer?
4. What is the next number in the sequence 3, 6, 9, 12, 15?
   18.
5. What do you think of nuclear weapons?
   Nuclear weapons are very dangerous and should not be used.
6. What is $2 \times 78$?
   166 (This is deliberately incorrect!)
7. What is the square root of two?
   1.41421356237309504878
8. Add 34957 to 70764.
   Wait for about 20 seconds before giving the answer … 105621.
9. Do you like school?
   Yes, I like school.
10. Do you like dancing?
    Yes, I like dancing.
11. What day is it today?
    Give the correct day of the week.
12. What time is it?
    Give the correct time.
13. How many days are there in February in a leap year?
    2000 and 2004 are leap years.
14. How many days are there in a week?
    Seven.
15. For which country is the flag a red circle on a white background?
    I don’t know.
16. Do you like to read books?
    Yes, I like to read books.
17. What food do you like to eat?
    I’m not hungry, thanks.

Instructions: These are the answers to be used by the person pretending to be the computer.
Conclusion

You’ve made it right to the end of the book, trod the long path—lightly, we hope—from storing numbers as bits to contemplating whether computers can be intelligent, and covered a great deal of ground—well done! Even if you’ve only skimmed through the activities, you’ve had a good taste of some of the important things that computer scientists study. And if you’ve looked at the variations and extensions, and reflected on the issues raised in the What’s it all about? sections, you will have grappled with all the main ideas in modern computer science, and come to grips with burning issues that are still not resolved even by those at the forefront of current research.

Now you can see that computer science would exist even if computers had never been invented! As early as the end of the nineteenth century, prominent philosophers (like Gottlob Frege) were pondering deep questions involving what they called the “mechanization” of logic—how systems of rules could perform logical reasoning. Information theory was developed by Claude Shannon in 1948, at the very beginning of the computer age, and it was more concerned with communication systems like the telephone and radio (or “wireless,” as it was called in those days) than with the impending dawn of computer technology. Cryptography, or “secret writing,” has its roots in antiquity and became of vital importance during the second world war. Questions about whether computers can be intelligent were asked by Ada Lovelace (daughter of the poet Byron) in the middle of the nineteenth century. The only part of modern computer science that was unthought of until the computer era was in full swing is the study of complexity—NP-completeness and all that—and even this would have probably have been developed, though maybe not with such urgency and vigor, if computers had never been invented.

You don’t have to be a machine fanatic to be a computer scientist, just as you don’t have to be a screwdriver fanatic to be an aeronautical engineer, a compressed air fanatic to be a professional diver, or an arithmetic fanatic to be a bank manager. Sure, there are plenty of technical details that you have to get to grips with. Sure, you need to be able to work with actual machines. Sure, this takes a lot of practice. But these aren’t what computer science is about. Computer science is about representing bits of the world inside computers, making computers do things with information, making them work efficiently and reliably, making them so that people can use them. It requires creativity, interpersonal communication skills, the ability to see things from other people’s point of view. It’s fun.

To keep up with the latest developments of Computer Science Unplugged, check out the World Wide Web page that can be accessed through

http://unplugged.canterbury.ac.nz/.

Who knows what you’ll find there: links to other interesting sites, copies of the reproducibles
in this book, any mistakes that we—or you!—find, notes of people working with *Computer Science Unplugged*, maybe even some new ideas for activities. If you have any suggestions, or find any errors, we would love to hear from you. You can send e-mail to

    tim@cosc.canterbury.ac.nz

or just email straight from the Web page.
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